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Abstract

A new method for estimating the frequency of antigen-responsive T cells. using a cell proliferation assay, is described. In
this assay. the uptake of tritiated thymidine by peripheral blood mononuclear cells which have been exposed to antigen, is
measured for each well on a microtiter plate. Whereas this assay is generally used as part of a limiting dilution assay, here
we estimate the frequency of responding cells using a single. carefully chosen cell density. The traditional analysis of such
data uses a cut-oft to separate wells which contain no responding cells and wells which contain at least one responding cell.
The new method uses the scintillation count to estimate the number of responding cells for each well on the plate. We do
this by fitting a two-stage model. the first stage being a Poisson model with antigen-specific frequency parameters, and the

second stage a linear model with plate-specific parameters.

Keywords: Antigen-responsive T cell trequency: Limiting dilution assay: Maximum likelihood: EM algorithm: Plate-specific parameter

1. Introduction

In this paper we describe a method for estimating
the frequency of antigen-responsive T cells among
peripheral blood mononuclear cells (PBMC) from
human subjects. It was developed in a particular
context. but we believe that the approach may have
wider applicability. The proliferation assay which
motivates our method seeks to quantitate the re-

Abbreviations: PBMC. peripheral blood mononuclear cells:
LDA. limiting dilution assay: SHPM. single-hit Poisson model:
PM. Poisson model: MLE. maximum likelihood estimate: SD.
standard deviation: HSV. herpes simplex virus: PHS. pooled
human serum: PHA. phytohemagglutinin.

" Corresponding author. Tel.: (510) 642-2781. Fax: (510) 642-
7892,

sponse of human subjects to a herpes simplex vac-
cine consisting of HSV type 2 glycoproteins D and
B. expressed as recombinant proteins in Chinese
hamster ovary cells and administered as a vaccine
combined with alum (Parr et al., 1991; Straus et al.,
1993) or an oil-in-water emulsion adjuvant MF59
(Langenberg et al., 1995). A standard proliferation
assay (James, 1991) utilizing the responses in tripli-
cate wells was found to be inadequate in this context,
while a full limiting dilution assay (LDA) was not
feasible because of the need for more PBMC than
were available from the vaccine recipients. Accord-
ingly. our analysis was developed for estimating the
number of antigen-responsive T cells based on a
single carefully chosen dilution, and so we sought to
make greater use of the data than is usually the case.
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Two other factors prompted our approach. which
we now describe. In the present context, a standard
LDA begins with a classification of the wells in all
or part of a microtiter plate into the categories
positive (contains at least one responding cell) and
negative (contains no responding cells). Use is then
made of a statistical model. typically the single-hit
Poisson model (SHPM). which relates the frequency
of positive wells to the frequency of responding cells
in the wells. The frequency of responding cells is
then estimated from the data on wells using the
method of maximum likelihood or minimum x=. All
such analyses have to use some method of determin-
ing which wells contain responding cells, that is. of
classifying wells into positives and negatives. The
data with which this classification is done is gener-
ally a scintillation count. and it 1s usual for the assay
to contain some wells which should all be negative
to provide an estimate of the size of the background
count. A common approach (see e.g. Langhorne and
Fischer-Lindahl, 1981) is to select a threshold, often
the mean plus two or three standard deviations of the
background counts, and consider a well positive if its
count exceeds this threshold. This approach clearly
works well much of the ume. as indicated by the
straight lines frequently obtained when plotting the
log of the frequency of negative wells against the
number of cells per well. However, the background
counts are usually not normally distributed about
their mean. the more common situation being where
there is considerable skewness. with the left-hand tail
of the distribution being much shorter than its right-
hand tail. Under these circumstances. reliance upon a
threshold defined in terms of the mean and standard
deviation of such counts can be problematic. This
was the case with the data we consider in the present
paper: determination of a threshold was not at all
straightforward. A comparison of the counts corre-
sponding to the wells in which no responding cells
were expected with those for wells to which antigen
was added revealed no clear cut-off in many cases.
Efforts to develop more elaborate methods of deter-
mining the threshold for positive wells were not
completely satistactory. This led us to seek an analy-
sis of the data which made direct use of the scintilla-
tion counts. and which did not reduce them to posi-
tive and negative well frequencies. There are good
statistical reasons for avoiding the use of thresholds

in situations where they are not entirely clear. In
such cases, the actual threshold used can have a very
great impact. indeed be the dominant contributor to
the final frequency estimates. yet the very real uncer-
tainty in the determination of the threshold is typi-
cally not reflected in the standard errors or confi-
dence limits given for these frequency estimates.
Doing so presents formidable technical statistical
problems. yet ignoring this important source of un-
certainty can lead to quite unrealistic impressions
concerning the precision of the frequency estimates.

There was a second, independent reason why it
was desirable to avoid classifying wells as positive
or negative: in many cases the entire set of wells for
a given antigen would be positive. This arose when-
ever the density of cells chosen for the assay was a
poor guess, something that could not always be
avoided. In such cases the standard analysis of the
data. given as a frequency of 100% of wells positive,
does not yield a point estimate of the frequency of
responding cells, but only a lower confidence limit.
This causes difficulties later, when such results are to
be compared or combined with other results. Since
up to 20% of our assays would yield all positive
wells. however the threshold was defined, we had a
strong incentive to develop a method of estimating
the frequency of responding cells another way. Simi-
lar remarks apply to the less frequent cases in which
all wells would have been scored negative.

As with most studies of this kind, the approach
we adopt below makes use of the Poisson model
(PM) for the distribution of responding cells in a
well. But instead of relating frequencies of respond-
ing cells to proportions of positive wells, we relate
them to averages of suitably transformed scintillation
counts. Our model involves plate-specific parameters
which need to be estimated, but the evidence so far
suggests that this can be done well enough to permit
useful estimates of the frequencies of responding T
cells to be obtained from replicate pairs of microtiter
plates involving cells at a single density. Details are
given in Section 2.

In order to demonstrate the validity of the new
method. we analyse four LDAs on cells from three
subjects. each involving three antigens and a control,
carried out on replicate pairs of plates at six, five and
four dilutions. We then compare the results obtained
from a single dilution with those obtained using the
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entire LDA. We also analyse a number of assays run
at a single dilution. As a further demonstration of the
usefulness of this approach. we reanalyse the data
from a quite different type of LDA, see Langhorne
and Fischer-Lindahl (1981). namely a ' Cr-release
assay designed to estimate the frequency of cytotoxic
T lymphocyte precursor cells in mixed lymphocyte
cultures. Finally. we analyse two additional prolifera-
tion assays of different designs to demonstrate the
flexibility of this method: one a single density assay
applied to samples pre- and post-immunization (S.
Rodda, Chiron Mimotopes. Melbourne, Australia)
and a set of three assays designed as limiting dilution
assays (D. Koelle. University of Washington, Seattle,
WA).

2. Materials and methods
2.1. Vaccine, antigens and subjects

Two subjects (#711 and #713) in a clinical trial
of an HSV vaccine provided informed consent tfor
the collection of additional blood for development of
the assay. These subjects had never been infected
with either HSV-1 or HSV-2 prior to vaccination
with a vaccine consisting of 30 pg each of two HSV
glycoproteins (D and B) expressed as a recombinant
product in Chinese hamster ovary (CHO) cells. The
proteins were combined with an oil-in-water emul-
sion adjuvant (MF59. Chiron Corporation) and ad-
ministered by intramuscular injection in the deltoid
muscle at 0, 1 and 6 months (Langenberg et al.,
1995). A third subject (NIH 1394) who was subject
to frequent recurrences of genital herpes and who is
HSV-2 positive was also recruited (Kost et al.. 1993).
The gD and gB proteins used in the assay were from
the vaccine lots or comparable lots manufactured by
Chiron Biocine (Emeryville. CA). Tetanus toxoid
was a gift from Wyeth Laboratories (Nutley, NJ).
Phytohemagglutinin was purchased from Sigma (St.
Louis. MO).

2.2, Preparation of cells
Peripheral blood mononuclear cells (PBMC) were

collected from the two vaccine study subjects 60—-69
days after the third immunization by three pass

leukapheresis. PBMC were prepared from the third
subject by one pass leukapheresis. The recovered
cells were further purified by density centrifugation
onto Ficoll-Hypaque (Pharmacia), washed free of
separation medium and prepared for cryopreserva-
tion in RPMI 1640 medium containing 20% pooled
human serum and 7.5-10% DMSO. The cells were
stored in multiple aliquots in vapor-phase liquid
nitrogen until assay.

2.3. Description of the assays

Six-point LDAs of PBMC from subjects #713
and #711 and a second five-point LDA of PBMC
from subject #713 were set up using information
obtained from a frequency analysis assay (Reece et
al., 1994a; M. Tigges. unpublished observations).
PBMC from #713 contain a high frequency of gD2
and gB2 specific T cells while #711 PBMC re-
sponded poorly to these two antigens. The expected
frequencies were 100 and 200 responders per 10°
PBMC to gD2 and gB2 respectively from #713 and
five and two responders per 10° PBMC to gD2 and
gB2 respectively from #711. The frequency of gB2
and gD?2 responsive T cells in the NIH 1394 sample
was expected to be on the order of 20-40 per 10°
PBMC based on the results of assays with PBMC
from HSV-2 seropositive subjects in other trials.

The PBMC were thawed and washed free of
preservative with LGM-1 (RPMI 1640, JRH Bio-
sciences, supplemented with 1 mM Na pyruvate,
JRH Biosciences, 5 mM Hepes pH 7.2, Gibco, 2 mM
glutamine. JRH Biosciences, 50 pug/ml gentamicin,
Gibco, and 1% pooled human serum). The pooled
human serum (PHS) was prepared from screened
units of recovered plasma. The washed cells were
resuspended in lymphocyte growth medium contain-
ing 10% PHS (LGM-10), the cell concentration was
adjusted. and the appropriate volume of the cell
suspension was placed in the culture plates. The test
antigens consisted of gD2 and gB2 at a concentration
of 1 pg/ml in 48 wells each distributed between
two plates at each concentration. The control antigen
consisted of tetanus toxoid at 2 Lf/ml in 44 wells
and the control mitogen, PHA. was added to two
wells on each plate. The PBMC from subject #711
were seeded into U-bottom plates and those from
subjects #713 and NIH 1394 were seeded into V-
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bottom plates. For U-bottom plates. the test and
control antigens were diluted to 10 ug/mi in LGM-
10 then 20 ul were transferred to the appropriate
wells. The #711 PBMC were diluted into three cell
suspensions with densities of 10°, 5 X 10° and 2 X
10° cells/ml then either 200 or 150 ul of the
suspension were transferred to two plates. For PBMC
from subject #713. the washed cells were adjusted
to 2 X 10° cells/ml in LGM-10 then mixed with an
equal volume of LGM-10 containing the test and
control antigens at 2 ug/ml. The cells were then
seeded into 48 replicate V-bottom wells in volumes
of 150. 100, 75. 50. 35 and 25 wl. In a second assay
the #713 cells were prepared similarly. The cells
were resuspended at 5 X 10° cells/ml and seeded
into replicate V-bottom wells in volumes of 100, 80
or 60 ul or resuspended at 2 X 10° cells/ml and
seeded in volumes of 100 or 50 wl. The assay design
for the NIH 1394 PBMC differed slightly in that the
antigens and cells alone were seeded into 36 wells
distributed over three plates (12 wells /plate); the
tetanus toxoid was included in only six wells and the
PHA in three wells. After the cells were diluted for
dispensing into the wells, a sample was taken to
determine the actual number of cells seeded per well.
All of the microwell plates were cultured for four
days in humidified boxes at 37°C in 7% CO- before
being labeled for 6 h with 0.5 uCi/well of
[*Hlthymidine. PHA was added to the appropriate
wells on day 2. The plates were harvested using a
Cambridge Technologies automated harvester and
the filters counted in a Wallac /Pharmacia B plate
scintillation counter.

The assay design for the data from S. Rodda was
similar to that described above. except that 64 repli-
cates were plated for each antigen tested and cells
were plated at 200000 cells /well. The PBMC were
obtained from a single individual before and 3 weeks
after immunization with tetanus toxoid (Reece et al..
1994a). The assays included preimmune cells. post-
immunization cells, and a |: ] mixture of the two.
Test antigens included influenza ribonucleoprotein
and a peptide that includes an epitope from tetanus
toxoid that is recognized by CD4" T cells from
many individuals (Reece et al.. 1994b). The data
from D. Koelle were taken from an LDA design that
consisted of 10000 irradiated autologous
PBMC /well. a graded number of between 50000

and 780 PBMC and HSV-2 viral antigen in 24
replicates. The cells alone controls were seeded in
replicates of 12 or 24 on plates separate from the
antigen containing wells. The cells were cultured for
5 days before being labeled with [*H]thymidine and
harvested on day 6.

2.4. Description of the data analysis

Our analysis of the data from a single microtiter
plate makes use of all but two of the counts for the
96 wells: we do not use the counts for the two wells
with PHA, which simply serve as a positive control
for helping select usable data. We will describe the
analysis of data from a single plate first, although
our final analysis involves replicate pairs of plates.

The analysis is based upon the same PM that
underlies most LDAS, but we need an extra relation-
ship connecting the scintillation count to the number
of responding cells in a well. Specifically, we sup-
pose that there are plate-specific parameters a, b and
o. and a widely applicable power parameter p such
that the pth power of the scintillation count in a well
with k responding cells is approximately normally
distributed with mean « + bk and standard deviation
o . As with other analyses using the PM. we suppose
that the number of responding cells in a well with ¢
PBMC is Poisson distributed with mean fc X 107°,
where f is the frequency of responding cells per
million PBMC. Since we have 24 wells with cells
alone, 24 with gD2. 24 with gB2 and 22 with tetanus
toxoid in any given plate. there will be four frequen-
cies and three additional parameters for each plate.
When we analyse replicate pairs of plates, there will
be ten parameters: the frequencies of each of the four
classes of responding cells, assumed the same in
each plate. and a set of three plate-specific parame-
ters a. b and o for each plate.

Algebraically, our assumptions are as follows. Let
v,; denote the transformed scintillation count for well

j of class i. and let k,, denote the corresponding

number of responding cells. Here i=c¢, d. b, 1
corresponds to the cells alone. gD2. gB2 and tetanus
toxoid classes. respectively. We assume that the (y,;,
k,) are mutually independent. that k;, follows a
Poisson distribution with mean A,. and that, given
k, . v, follows a normal distribution with mean

A ¥

a + bk, and standard deviation . The aim of our
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analysis is to estimate the parameters A, and hence.
using the estimated numbers of cells per well, the
frequencies f; of responding cells per million PBMC.

The power parameter was selected by maximum
likelihood (Box and Cox. 1964) trom the values I.
1/2.1/4 and 0 (corresponding to log). The model
itself was fitted by the method of maximum likeli-
hood. specifically. using a form of the so-called EM
algorithm (Dempster et al.. 1977). although we also
carried out a number of confirmatory analyses using
the fully calculated likelihood. Standard errors for
the parameter estimates were computed using the
SEM algorithm (Meng and Rubin. 1991). A more
detailed description of the statistical methods can be
found in Broman et al. (1996).

A by-product of the EM algorithm. which regards
the ‘complete’ data for any well as a pair (v. k).
where v is the observed scintillation count. and &
the unobserved number of responding cells. is an
estimate of k for each well. These can be plotted
against the count. and provide an informative diag-
nostic for the analysis of a plate. In particular, one
can usually see the effective threshold distinguishing
wells with no estimated responding cells from those
with one or more.

The foregoing analysis provides estimates of the
frequencies A, A,. A, and A, of responding cells
per well for each of the four classes: cells alone.
gD2, ¢B2 and tetanus toxoid. We next obtained
MLESs of the frequencies of responding cells per well
above background, ie. of A,—A_. A,— A  and
A, — A,. and then converted the resulting figures to
frequencies per 10° cells. This last step involved
scaling by the estimated number of cells /well in
each plate. We note that as long as Xd. ):,, and A, are

~

all > A_. the MLEs of the differences A, — A_. etc..

Table 1

are just the differences A, — A . etc.. of the MLEs.
In the rare cases where one or more of X(,. X}, and A,
was < X,. a slightly modified analysis was neces-
sary. involving combining sets of counts. The details
are straightforward, see e.g. Barlow et al. (1972),
and will be omitted.

In order to analyse the *' Cr-release assay, which
has a more standard structure, with 24 replicate wells
at each of eight concentrations, we used the same
basic method. modified to correspond to only a
single unknown frequency of responder cells at each
concentration.

The single density assay using data from S. Rodda
consisted of six plates with cells from one subject
taken before and after tetanus immunization: a pair
of plates with 200000 preimmune cells per well, a
pair with 200000 post-immunization cells per well,
and a pair containing a mixture of 100000 preim-
mune cells per well and 100000 post-immunization
cells per well. Each plate consisted of three groups
of 32 wells containing cells alone, cells treated with
influenza RNP antigen, and cells treated with an
epitope from tetanus toxoid, respectively. For each
pair of plates. we estimate the frequency of respond-
ing cells per well for the three groups of wells
(denoted A_. A, and A,. corresponding to cells alone,
tetanus, and influenza RNP, respectively), and two
sets of plate-specific parameters (a. b. o).

The data from D. Koelle consist of three seven-
point LDAs, corresponding to three different sub-
jects. For each LDA. four plates were used. On the
first plate. 24 wells were dedicated to each of four
cell densities: 50000. 25000, 12500 and 6250 cells
per well: antigen was added to each well. On the
second plate, 24 wells were dedicated to each of
three cell densities: 3125. 1563 and 781 cells per

Maximum likelihood estimales and estimated standard deviations of model parameters for the results of the first assay of subject #713 at

density 11300 cells /well

A A, A u h o
Joint
Plate | 04 . 3.510.3) 3.3(0.3) 4.7 (0.3) 16.4 (0.9) 10.3(0.3) 36(0.3)
Plate 2 04D 3.5(0.3) 3.3(0.3) 7(0.3) 14.8 (0.8) 9.4(0.2) 2.9(0.4)
Separate
Plate | 0.2(0.1) 3.00.4) 2.8(0.4) 4+.4(0.5) 16.7 (0.9) 10.3(0.3) 35(04)
Plate 2 0.5 0.1 3904 3904 5.040.%) 14.5 (0.7) 9.3(0.2) 2.8(0.3)
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well; again. antigen was added to each well. The
third and fourth plates in each LDA were like the
first two, but with no antigen added. We analysed
these data using the first and third plates together.
with the parameters (a. b. o) constrained to be
equal for the two plates. The second and fourth
plates were analysed similarly.

3. Results

Maximum likelihood estimates (MLEs) under the
model (Finney, 1978) of the mean number of re-
sponding cells /well for a pair of plates from LDA
#713. with 11400 cells per well, are presented in
Table 1. together with MLEs of the parameters «. b
and o and estimated standard deviations (SDs) for

#713: plate 1
(a) 11,400 cells/well

8 t
@ rdt
8 6 1 &

g 4
®
B 2
o Al
200 40 60 80 100
square root of scintillation count
#713: plate 2
(¢) 1,900 celis/well

4 A t
0
® 3 A et
o
g d
® 2 atp
*
g1 {7

1
o lmed

10 20 30 40 50 60
square root of scintillation count

each estimate. We used the square root of the scintil-
lation count, as indicated by a Box-Cox analysis.
Estimates were obtained by treating each plate sepa-
rately, and also for the joint analysis of the pair of
plates. where the mean numbers of responding
cells/well were constrained to be equal. The esti-
mated SDs given in parentheses after each parameter
estimate take into account only within-plate varia-
tion. No attempt has been made to include a compo-
nent of variation between duplicates within duplicate
pairs, and thus the SDs for the joint estimates are
somewhat understated. The results for different
members of a duplicate pair are usually quite close,
and so this underestimation is unlikely to be a prob-
lem. When the two sets of results are quite different,
it is usually the case that one of the pair is simply a
bad plate, and the results are discarded. In any event,

#713: plate 1
(b) 11,400 cells/well

dw‘E

N
o
"

est. # resp. cells
o [¢,]
[~ 3
o
(2]

et
n
N

o
o
"
4
4
4

10 15 20 25 30 35 40
square root of scintillation count

#713: plate 2
(d) 1,900 celis/well
1.2 A

b
10 - pbtt tto D
08 1 B
0.6

resp. cells

est.

0.2

5 10 15 20 25
square root of scintillation count

Fig. 1. Estimated number of responding cells vs. square root of scintillation count. b and d display the lower left regions (marked by dashed

lines) of « and ¢. respectively.
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the variability between duplicates within duplicate
pairs is usually very much smaller than the
between-assay variability. as we shall see.

After obtaining estimates of the numbers of re-
sponding cells / well we calculate the frequency of
responding cells / 10° cells for each of the three
antigens. The results for the first assay of subject
#713 at density 11400 cells/well are displayed in
Table 2. In this table, these frequencies have been
corrected for background using the estimated number
of cells /well responding in the cells alone category.
Furthermore. the estimated SDs presented incorpo-
rate variation due to cell counting and dilution errors.
though they still do not reflect the between-assay
variability. It can be seen that at this stage our single
dilution frequency estimates have coefficients of
variation around 25%.

#713, gD2
-

» 500 - .
2 —
o s0d 1 o -
o amavnr—
g 300 £o0 _'.' __________ )
. (s} E
g 200 1
2 100 - Ry 3

Y T T Y

0 10000 30000
cells/well
#713, Tetox
500 A
0
3 TT
s 1. —
o —_ 0
T s o
Q - — - —— o
y A
i H— & -
% X3 e
w{ & ET L
0 10000 30000
cells/well

Table 2

Maximum likelihood estimates and estimated standard deviations
of frequencies of responding cells per 10° cells for the results of
the first assay of subject #713 at density 11400 cells /well

fa u 1
Joint 271 (67) 257 (64) 378 (92)
Separate
Plate | 238 (60) 219 (56) 356 (87)
Plate 2 306 (75) 299 (73) 400 (97)

A by-product of the (EM) algorithm we use for
maximum likelihood estimation is an estimate, for
each well. of the number of responding cells in that
well. These estimates are plotted against the square
root of the scintillation count and exhibited in Fig. |

#713, gB2

sm ‘i
500 1
L

400 1
300 4 gl h

200~f-=—'— i
-5 2

100.-0— .

est. freq. per 1076 cells

0 10000 30000
celis/well

[ | 6-point LDA
O  S5pointLDA
A single assays

Fig. 2. Subject #713 (one six-point LDA. one five-point LDA. plus single assays). Maximum likelihood estimates of frequencies (X 10°) of
responding cells using two plates at each dilution: estimates plotted against # cells /well. Error bars correspond to + 1 SD. Dotted line
corresponds to estimated frequency of responding cells ( 10%) obtained using all the data.
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for two plates from LDA #713. Fig. 1b and Fig. 1d
display the lower left regions (marked by dashed
lines) of Fig. la and Fig. 1c. respectively. In Fig. la
and Fig. 1b (#713: 11400 cells /well, plate 1), we
see that wells with counts less than 400 (20 on the
square root scale) have been assigned O responding
cells. while wells with counts greater than 625 (25
on the square root scale) have been assigned = |
responding cell. In between 400 and 625 is a grey
area: there is no clear cut-off for this data. The mean
and SD of the untransformed counts are 461 and 401
respectively. and so use of mean +2 SD as cut-off
would lead to a figure of 1263. It is evident that at
least two, perhaps three wells in the cells alone
group seem to contain a responding cell. Their scin-

#711, gD2

150 1

bed

est. freq. per 1076 cells
2
t
:
)
i
t
'l
i
H
1

100 1 A

e
0 4=
0 50000 150000
celis/well
#711, Tetox
P 300 A a
8 250 {—
b4
S 200 1
i}
a 150 -
8‘- .
§ 50 I- "A" H‘ - -
-
0 50000 150000
cells/well

tillation counts inflate the SD of the cells alone
counts, which in turn can lead to an unduly large
cut-off under the traditional analysis of such data.
Fig. Ic and Fig. 1d (#713: 1900 cells /well, plate 2)
exhibit a much sharper cut-off.

In Figs. 2-4, estimates of the frequencies of
responding cells per 10° cells are plotted against cell
density, with error bars corresponding to +1 SD.
Here the SD incorporates both within plate variation
and errors involved in counting the number of
cells/well and dilution errors. The dotted line in
each plot corresponds to the estimated frequency of
responding cells /10° cells obtained by carrying out
a maximum likelihood analysis using all the data
from both LDAs, but not the single assays. It is

#711, gB2

0 a
1 30 P R,
3 —
P T )
© 204a a
§ 10 +--F1=-----3---1
@ —a =

04 & X

1] 50000 150000
celis/well

@® 6pointlDA
A single assays

Fig. 3. Subject #711 (one five-point LDA, plus single assays). Maximum likelihood estimates of frequencies (X 10%) of responding cells
using two plates at each dilution: estimates plotted against # cells /well. Error bars correspond to +1 SD. Dotted line corresponds to
estimated frequency of responding cells { X 10°) obtained using all the data.
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immediately clear from Figs. 2—4 that the error bars
we have calculated understate the variability exhib-
ited by the estimates. Roughly speaking. we would
expect about 68% of these +1 SD intervals to
contain the true (but unknown) trequency. if they
incorporated all sources of variability. and it seems
evident that this is unlikely to be the case. In particu-
lar. the ntervals given in the second assay for #713
at the three highest cell densities. and those for the
antigens gD2 and gB2 at the four highest cell densi-
ties for #711. seem too small by perhaps a factor of
2. Despite these difficulties with the estimation of
error. it is apparent that the use of these assays at a
single carefully chosen density of cells will yield
estimates of the frequency of responding cells with a
coefficient of variation of the order ot 20-25% or
better. The longer error bars in the results from NIH

Table 3

Maximum likelihood estimates of CTL-precursor frequencies and
plate parameters at each density for the data from Langhorne and
Fischer-Lindahl (1981)

Cell density A a b o
0 0.0 (0.0) 59(0.1)  0.0(0.00 04(0.1)
100 0.1 (0.1 5.7(0.1) 1.9(0.2)  04(0.1)
300 05(0.1)  60(M0.1) 22(0.1) 04(0.1D
500 1.1(0.2) 6.3(0.2) 20001 05(0.1)
750 1.7¢0.3)  65(0.0)  1.8(0.1)  04(0.1)
1000 25(0.3) 6.4(0.3) 1.70.1)  040.1)
3000 3404 8.240.2) 140 03(0.1)
10000 3204 7.610.5) 1.6(0.2)  04(0.1)

1394 (Fig. 4) reflect the smaller number of wells
used for each antigen. The data from this assay were
particularly difficult to analyse by the traditional
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Fig. 4. Subject NIH 1394 (one four-point LDA), Maximum likelihood estimates of frequencies ( X 10°) of responding cells using two plates
at each dilution: estimates plotted against # cells /well. Error bars correspond 1o + 1 SD. Dotted line corresponds to estimated frequency of

responding cells (X 10%) obtained using all the data.
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Table 4
Maximum likelihood estimates of responder frequencies and plate parameters tor each experimental group for the data from S. Rodda
Group A, A, A, a b o
Post immunization 0.0 (0.0) 0.4 (0.1 1.3(0.2) 14.3(0.2) 6.9 (0.2) 1.8 (0.2)
13.9(0.2) +4.8(0.3) 1.5 (0.1)
1: ] mixture 0.0.(0.0) 0.2(0.1) 29(0.2) 16.0 (0.3) 7.10.2) 2.1(0.2)
16.1 (0.2) 6.0 (0.2) 1.6 (0.1
Preimmune 0.0 (0.0} 0.200.1) 3103 18.1 (0.4) 5300.2) 23(03)
19.1 (0.3) 8.2(0.2) 25(0.2)

cut-oft method. as five out of 12 observed responses

were all negative.

In order to re-analyse the data from Langhorne

and Fischer-Lindahl (1981). it was first necessary to
read the counts per minute (X [0~ ") from their Fig.
2. In Table 3 we exhibit the MLEs of the CTL-pre-

Table 3
Maximum likelihood estimates of responder frequencies and plate parameters for the three LDAs from D. Koelle: DK2. KD and EL
(a)
# cells 7well A, A,
50000 1.1 (0.3) 15.1 (1.0
25000 0.0 (0.0) 9.3(0.7)
12300 0.300.2) 54(0.5) DK2
6250 0201 24004
325 L4011 ISQ2H Plates a b I
1563 0.0 (0.0) 1.6 (1.3) 1.3 19.7 (0.6} 5.640.2) 33(04)
781 0.210.6) 1.6(1.2) 24 20.1 (0.7 1.701.0) 3504
(b)
# cells /well A A,
50000 0.2(0.1 16.3(0.9)
25000 0.1 0. 11.8(0.7)
12500 0.0 0.0 8.4 0.6 KD
6250 0.300.1 5.200.5)
3125 0.0 ¢0.0) 7.3(1.0) Plates u b o
] 367 0.1€0.2) 4911 1.3 7.9(0.4) 7.740.1) 2.8(0.2)
781 0.5(0.3) 2.540.7) 2.4 211 (0.7) +8(0.9) 4204
(c)
# cells Swell A A,
50000 0.3(0.2) 14.5(0.9)
25000 0.0.(0.0) 8.9(0.7)
12500 0.1 (0.1) 5.3(0.5) EL
6250 0.0 (0.0) 2.100.3)
3125 0.400.2) 2.3(0.3) Plates u b o
1563 0.5(0.2) 1.7 (0.3) 1.3 19.5€0.5) 6.3(0.2) 35003)
781 0.8 (0.2) 0.8 (0.2) 2.4 17.400.4) 4.6 (0.3) 1.840.2)
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Fig. 5. Maximum likelihood estimates of frequencies of CTL-Ps
plotted against number of responding cells.

cursor frequencies for each cell density, and also the
associated estimates of plate-specific parameters. As
before, the SDs reflect only within-plate variation.
Fig. 5 shows these estimates plotted against the
number of responders, where the estimates from the
traditional analysis are also presented. Note that for
these data, the untransformed scintillation counts
were used, as indicated by a Box-Cox analysis.

The effectiveness of our analysis of the CTL-pre-
cursor assay data from Langhorne and Fischer-Lin-
dahl (1981) is evident from Fig. 5. Not only do our
estimates of the CTL-precursor frequencies give a
slightly better linear relation than the traditional ones,
based upon the first six frequencies. our estimates of
b and o were remarkably stable over this range,
while the estimates of a increase with cell density. It
is worth pointing out that we have analysed these
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Fig. 6. Maximum likelihood estimates of trequencies of responders plotted against number of cells per well for the three LDAs from D.

Koelle.
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data as though the difterent sets of 25 counts at each
precursor cell density were obtained from ditferent
microtiter plates. estimating a new «, b and o for
each set. It 1s not clear from the paper whether this
was the case. but if not. then an analysis constraining
some of the plate-specific parameters to be equal
would be both more appropriate and-more efficient.

Table 4 presents the results of our analysis of the
data from S. Rodda. Here A . A, and A, denote the
estimated frequencies of responding cells per well
for the cells alone. tetanus and influenza RNP groups.
respectively. For these data. the square roots of the
scintillation counts were used. Note that the esti-
mated frequency for the 50:50 mixture is approxi-
mately the average of the estimated frequencies of its
components. within the estimated error.

Table 5 presents the results of our analysis of the
data from three LDAs from D. Koelle, while Fig. 6
gives a plot of the estimated frequencies of respond-
ing cells per well (above background) against cell
density. For these data. the log scintillation counts
were used. We notice that although there appears to
be a reasonable linear relationship between estimated
frequency of responders and number of cells per
well. the estimated ratio of » to ¢ for two pairs of
plates (DK2, #2.4: KD. #2.4) suggests difficulty
fitting the model. while those for two other pairs
(DK2. #1.3: EL. #1.3) are only marginally satistac-
tory.

4. Discussion

The main objective of our analysis was to obtain
estimates of frequencies of responding cells based
upon a single dilution. It is clear from the results in
Figs. 2-4 that we can do this with a coefficient of
variation ot about 30% or lower. apart from a com-
ponent of assay-to-assay variation which we discuss
shortly. But before doing so. we recall the stated aim
of our single dilution assay: it was intended to be a
significantly more sensitive version of the standard
proliferation assay. which obtains a “stimulation in-
dex” as the ratio of the mean scintillation count from
three test wells to the mean count from three wells
with cells alone. Our assay was not intended to be a
replacement for a standard LDA. whether analysed
in the usual way by reducing the well counts to

quantal responses. or under the model presented in
this paper. although it does seem that our model and
analysis will provide an alternative, possibly more
efficient analysis of such LDAs. under certain cir-
cumstances. We have presented analyses of a variety
of full LDAs simply to enable us to assess the extent
to which our single dilution estimates can be relied
upon.

Between assay variation is clearly an important
issue. and its extent can be gauged from Figs. 2—4.
Apparently it can be quite substantial. with the re-
sults for tetanus toxoid being of particular concern. It
might therefore be thought essential that the SDs
assigned to frequency estimates should incorporate a
component of between-assay variation. so that we
get a realistic impression of the true imprecision in
these estimates. We feel that this topic is best studied
within the context of a larger ongoing trial, in which
some samples are routinely analysed in two or more
different assays. For this reason we will not discuss
the matter any further here, apart from noting that on
the basis of the evidence presented here, it might not
be unreasonable to double the estimated SDs of
frequency estimates if between-assay variation is to
be incorporated.

The method of analysis we have presented in this
paper highlights certain issues relating to the design
of assays of the kind we discuss. The most important
concerns the relation of the negative control wells,
our cells alone, to wells containing antigen. We have
examined and analysed a number of assays in which
the negative control wells and the wells containing
antigen were located on different microtiter plates.
Although this practice is not necessarily injudicious,
there are at least three reasons why it should be
avoided. particularly if our method of analysis is to
be used. but even more generally. As is made ex-
plicit by our estimation of the plate-specific parame-
ters . b and o. the responses of cells from the
same source can differ from plate to plate. even in
well-conducted assays. It is good general practice to
carry out comparative analyses with the greatest
possible degree of control over the conditions which
could cause differences. in this case. between nega-
tive control and antigen wells. for the responses in
wells with antigen will be adjusted to the extent that
the negative control wells respond. If it is not possi-
ble to make such intra-plate adjustments, it becomes
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necessary to assume that the plate containing the
negative control wells has the same parameters as
that containing the wells with antigen, for otherwise
the two classes of wells will not be treated similarly
in their analysis.

A few comments on the interpretation of our
parameters and the range of reasonable values for
them are in order. The parameter « is most easily
interpreted as the average or median value of the
counts or transformed counts observed in the wells
in the cells alone category. Of course it will also
have the same relation to the counts from those wells
with antigen in which there are no responding cells.
but we will not usually know definitely which these
are. whereas we can generally be confident that the
overwhelming majority of counts from wells in the
cells alone category are simply background. The
parameter b is the slope of the line relating average
count or transformed count to frequency of respond-
ing cells within a plate. Finally. the parameter o
corresponds to the spread of counts or transformed
counts about their mean. for wells with the same
number of responding cells. Under our normality
assumption. about 95% of such counts would be
within 2 of the mean. which has the form « + kb.
Thus satistactory discrimination between adjacent
values of & is only possible when o is b/2 or
smaller, and is really good if o <b/4. Our algo-
rithm can converge and give reasonable frequency
estimates with values of o as large as b, or even
larger than b. However. we are inclined to regard
such situations as failures of the model to fit the
data. and include them only when there is no other
way to get a frequency estimate. and a rough one is
desired.

Finally. we remark that our model and analysis.
originally designed for the particular assay described
in Section 2. does appear to have a wider usefulness.
With only relatively minor adaptations. it could be
applied to the CTL-precursor assay of Langhorne
and Fischer-Lindahl (1981). as well as to data from
LDAs (D. Koelle). and the single density assay of S.
Rodda. all of which had a structure quite difterent
from that ot the original assavs. In each case analysis
gave satisfactory results. and in a way which avoided
the arbitrary choice of cut-ofts. Assuming that the
model we used is appropriate. our analysis will also
be more efficient.

5. Note added in proof

A computer program that incorporates the method
described here has been written for the Windows and
Macintosh platforms.
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