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What is the standard error of $\hat{\theta}$?
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Don’t think “re-sampling”

Think “simulate from an estimate of the population”
How can we tell if the bootstrap works?
How can we tell if the bootstrap works?

Simulate!
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1000 simulated quantiles
SD = 2.14

mean = 2.01
simulated SD (above) = 2.14

1000 bootstrap SEs

mean = 2.01
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ABSTRACT

The determination of empirical confidence intervals for the location of quantitative trait loci (QTLs) was investigated using simulation. Empirical confidence intervals were calculated using a bootstrap resampling method for a backcross population derived from inbred lines. Sample sizes were either 200 or 500 individuals, and the QTL explained 1, 5, or 10% of the phenotypic variance. The method worked well in that the proportion of empirical confidence intervals that contained the simulated QTL was close to expectation. In general, the confidence intervals were slightly conservatively biased. Correlations between the test statistic and the width of the confidence interval were strongly negative, so that the stronger the evidence for a QTL segregating, the smaller the empirical confidence interval for its location. The size of the average confidence interval depended heavily on the population size and the effect of the QTL. Marker spacing had only a small effect on the average empirical confidence interval. The LOD drop-off method to calculate empirical support intervals gave confidence intervals that generally were too small, in particular if confidence intervals were calculated only for samples above a certain significance threshold. The bootstrap method is easy to implement and is useful in the analysis of experimental data.

For many plant and animal species, genetic maps are available with a large number of highly poly-
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ABSTRACT

The aim of many genetic studies is to locate the genomic regions (called quantitative trait loci, QTL) that contribute to variation in a quantitative trait (such as body weight). Confidence intervals for the locations of QTL are particularly important for the design of further experiments to identify the gene or genes responsible for the effect. Likelihood support intervals are the most widely used method to obtain confidence intervals for QTL location, but the nonparametric bootstrap has also been recommended. Through extensive computer simulation, we show that bootstrap confidence intervals behave poorly and so should not be used in this context. The profile likelihood (or LOD) curve for QTL location has a tendency to peak at genetic markers, and so the distribution of the maximum-likelihood estimate (MLE) of QTL location has the unusual feature of point masses at genetic markers; this contributes to the poor behavior of the bootstrap. Likelihood support intervals and approximate Bayes credible intervals, on the other hand, are shown to behave appropriately.

There is much interest in mapping the genetic loci (called quantitative trait loci, QTL) that contribute to quantitative traits in the human genome. While these loci are identified, one can calculate confidence intervals for QTL location. Likelihood support intervals are the most widely used method to obtain confidence intervals for QTL location, but the nonparametric bootstrap has also been recommended. Through extensive computer simulation, we show that bootstrap confidence intervals behave poorly and so should not be used in this context. The profile likelihood (or LOD) curve for QTL location has a tendency to peak at genetic markers, and so the distribution of the maximum-likelihood estimate (MLE) of QTL location has the unusual feature of point masses at genetic markers; this contributes to the poor behavior of the bootstrap. Likelihood support intervals and approximate Bayes credible intervals, on the other hand, are shown to behave appropriately.
Simulation study

- Backcross, 200 individuals
- One chromosome of length 100 cM
- Markers at 10 cM spacing
- Single QTL responsible for 10% of phenotypic variance
- Normally distributed residual variation
- Varied location of QTL, at positions 0, 1, …, 100 cM
- Analysis by standard interval mapping; calculations every 1 cM
- 10,000 simulations for each QTL position
- Bootstrap used 1000 replicates
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Summary

- The bootstrap can be super useful
- But it can also behave badly
  You need the distribution of $\hat{\theta} - \theta$ to not depend on $\theta$
- If results look wonky, maybe you shouldn’t trust them
- How to tell if the bootstrap works? Simulate!
- The odd tendency for the estimated QTL location to be at a marker messes up the bootstrap.